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ABSTRACT

In this paper we present a text-independent automatic speaker

verification system that works in the compressed domain us-

ing GSM AMR coded speech. While traditional approaches

process LPC-based cepstral coefficients extracted from LPC

related bitstream coefficients, our objective is to study the fea-

sibility of a system that directly processes the raw bitstream

transmitted over a digital communication network. In a text-

independent closet-set task, with a database of 100 speakers,

the proposed system achieves an EER equal to 5.93%, 4.41%

and 3.80% for 10, 20 and 30 second long test speech segments

respectively.

1. INTRODUCTION

With the large use of digital speech codecs in professional

communication networks, growing interest is arising in

speaker recognition technology for call monitoring in such

context. In [1] Automatic Speaker Verification (ASV) is pro-

posed for on-line vocal-based identity monitoring to assess a

nominal use of the mobile terminals in a digital network. On-

line monitoring of speech communications needs a specific

implementation of ASV systems when compared to off-line

traditional solutions that work with uncompressed and com-

plete speech utterances. As analyzed in the next section,

this kind of application should consider that i) speech must

be processed on a frame-by-frame basis that depends on the

codec speech segmentation policy, ii) speech transits over

the network after lossy coding where low-bitrate algorithms

(e.g. GSM AMR 12.2 kb/s) are used for reducing bandwith

consumption at the expense of audio quality, iii) call moni-

toring of high traffic networks requires reduced complexity

algorithms and low memory usage for fast and scalable pro-

cessing of speech bitstreams.

In this work we introduce an alternative approach for ASV

with respect to state of the art systems. Instead of extract-

ing speech features through the conversion of internal speech

coder parameters on the mobile terminal (as defined in the

ETSI Aurora standard) or on a remote platform (as in [1]),

we apply statistical analysis directly on the compressed bit-

stream values, i.e., without parameters decoding and cepstral

information computation.

This low-complexity approach, coupled with low memory

pattern matching algorithms, may enable scalable bitstream

processing of hundreds of calls and it does not require any

additional complexity or software changes on the user’s de-

vices. Although the performance of this system cannot out-

perform the results achieved with state of the art approaches,

in practical scenarios it may be combined with a second form

of authentication (e.g., monitor of user calling behaviour) to

enhance the system strength as in [2].

The rest of this paper is organized as follows. An

overview of the ASV architecture for call monitoring in a

digital speech communication scenario is presented in Sec-

tion 2. In Section 3 the Compressed-Domain Automatic

Verification system (CD-ASV) is analyzed. Performance re-

sults for the GSM Adaptive Multi-Rate (AMR) speech coder

are illustrated in Section 4. Conclusions follow in Section 5.

2. THE NETWORK CALL MONITORING SYSTEM

Speaker verification with coded speech is here proposed for

call monitoring in a professional telecommunication network.

The architecture of this system is illustrated in Fig. 1. Feature

extraction and speaker verification can be applied at four dif-

ferent locations in the network. Stream processing can take

place (1) on the terminal with uncoded speech, at the receiver

either with (2) parameters extracted from the re-synthesized

speech or (3) from the prediction coefficients of the coded

speech. Additionally we propose a fourth approach, where

stream processing is performed by the appliances of the net-

work provider without the extraction of speech related fea-

tures, but with a statistical analysis of the compressed bit-

stream (that has been shown to still reveal speaker discrimi-

nant information [3]).

The uncoded speech case (1) is clearly the most traditional

in ASV. The input sequence is a digitalized PCM representa-

tion of the voice waveform that is usually transformed into

the frequency domain for processing. In this domain, speaker
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Fig. 1. Classification of ASV approaches in a digital speech communication scenario.

dependent features such as cepstral coefficients and their time

variation are extracted from short-time speech frames, then

they are processed using a classification algorithm such as the

Gaussian Mixture Models [4].

More recently the effect of speech coding/decoding on

speaker and language recognition tasks has been analyzed ap-

plying traditional techniques to the decoded speech (2). In [5]

several codecs and a wide range of bit rates have been consid-

ered. These studies showed that straightforward application

of traditional ASV on the re-synthesized speech generally de-

grades with the codec bit rate, with respect to the uncoded

baseline.

Moreover, with the focus on reducing the computational

load introduced at the receiver by the speech synthesis pro-

cess, a parametric approach has been investigated in [6]. In

the parametric approach, the goal is to perform ASV using a

feature vector consisting of decompressed parameters (3). In

particular, speech spectrum coefficients are obtained decom-

pressing the bitstream values (i.e., parameters decoding in

Fig. 1) , and then converting extracted parameters into much

useful features. Despite a gain in complexity reduction with

respect to the previous approach, recognition performance no-

ticeably decreases.

CD-ASV, instead, works directly in the compressed do-

main with coded speech and compressed parameters (4),

no decoding is applied to the speech bitstream, thus lower-

ing the computational requirements with respect to previous

mentioned approaches. In this fourth approach traditional

pattern matching techniques have been rejected in favour of

lightweight clustering algorithms [7] or medium-term sta-

tistical analysis [3], more suitable for an implementation on

devices with reduced computational capabilities as network

devices or user’s equipments.

3. SPEAKER VERIFICATION SYSTEM

The basic structure of a speaker verification system is de-

picted in Fig. 2. A verification system essentially receives

as input a test speech segment and a claimed speaker iden-

tity, giving as output an answer at the question “Is he the test

speaker who he claims to be?” choosing between two possi-

ble hypotheses: the test speech segment has been produced by

the claimed speaker or by an impostor. In the front-end pro-

cessing, speaker-dependent features are extracted from test

speech segments, then they are processed and compared with

claimed speaker and impostor models, previously created by

means of an enrollment procedure, in order to obtain similar-

ity measures. A final decision about the initial hypothesis is

taken according to the evaluated similarity measures and an

imposed security threshold.

3.1. Speaker-Dependent Features in the Compressed

Bitstream

In the literature there are several studies on the choice of

acoustic features in speaker verification tasks. Spectral-

related parameters such as cepstral coefficients, have been

proved to be useful discriminating feature, as well average

fundamental frequency [8] and gain measurements [9], al-

though this last two set of parameters are not extensively

adopted.

In the approach under investigation, speaker-dependent

features are derived from bitstream values of compressed

speech. In this work we consider the compressed speech pa-

rameters of the bitstream generated by the widely used GSM

AMR speech coder, the default speech coder for GSM 2+

and WCDMA third generation wireless systems. GSM AMR

compressed parameters have been previously studied, for the

particular 12.2 kb/s coding rate, in [3], where their discrimi-

nant power has been studied and the parameters able to dis-

criminate among speakers were selected. These parameters

contains: speech spectrum (i.e., line spectral frequencies),

excitation (i.e., adaptive codebook index) and gain related

features (i.e., adaptive and fixed codebook gains). Among

the GSM AMR 12.2 kb/s parameters, listed in Table 1, the

fixed codebook index has not been taken into account for

speaker discrimination since it has shown to be almost uni-

formly distributed and statistically identical among different

speakers.

Front−end
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model

Decision

Speaker

model Accept
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Fig. 2. Basic components of speaker verification systems.
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Fig. 3. Two-dimensional representation of speaker models in

the LSFQ1 and LSFQ2 coefficient of variation space using

training speech segments of 90 seconds.

3.2. Speaker and Impostor models

As previously introduced, the speaker and impostor models

are created by means of an enrollment procedure. The choice

of a particular model depends on the particular application

in which the verification system has to be used. In the se-

lected scenario, digital communications networks, the system

should have the possibility to be implemented on devices us-

ing a limited amount of resources, thus an economical design

in both memory size and computation requirements is needed.

According to the results of our previous work on low-

complexity compressed-domain speaker recognition [3], the

speaker model is created using medium-term statistics of the

compressed speech parameters. In particular the Coefficient

of Variation (CoV1) and Skewness (Skew2) for the nine se-

lected parameters of the GSM AMR at 12.2 kb/s are evalu-

ated using 90 second long training speech segments of active

speech, thus each speaker model is composed by a template

of 18 float values. Figure 3 shows a representation of the

speaker models in a two-dimensional reduced feature space

obtained from the coefficient of variation values of the LSFQ1

and LSFQ2 parameters in Table 1.

Parameter Subframe

1 2 3 4

Line Spectral Frequencies (LSFQ 1-5) 7 + 8 + 9 + 8 + 6

Adaptive Codebook index 9 6 9 6

Adaptive Codebook gain 4 4 4 4

Fixed Codebook index 35 35 35 35

Fixed Codebook gain 5 5 5 5

Table 1. Bit allocation of the GSM AMR 12.2 kb/s speech

coding standard.

1CoV (x) = E[x]/
p

E[(x − E[x])2]
2Skew(x) = E[(x − E[x])3]/(E[(x − E[x])2])3/2

The impostor model is then dynamically generated for

each test as a function of the declared speaker identity, i.e., its

value is computed using all speaker template models stored

in the database except the one that belongs to the declared

speaker. This procedure ensures no correlation between the

impostor and claimed speaker models and it can be imple-

mented with negligible complexity as follows. A global im-

postor model is stored in the system database as the average of

all known speaker models, then the specific impostor model

for each test is obtained subtracting the normalized contribu-

tion of the declared speaker to the overall average.

3.3. Decision rule

Speaker verification system decision to accept or reject the

declared identity is then based on testing which one of the

declared speaker or impostor model is a closer match to the

model derived from the test speech segment. Denoting by X

the reference models (either of the declared speaker Xdec, or

of the impostor Ximp) and by Y the measured model from the

test segment, the similarity measure between the templates is

expressed as:

D(Y, X) = d(δY , δX) + d(ξY , ξX), (1)

where d(a, b) is the squared Euclidean distance between fea-

ture vectors a and b, δ and ξ are respectively the coefficient

of variation and skewness calculated over the nine selected

compressed parameter values of the speech frames.

Finally, a decision is made that the declared identity is

true as a function of a security threshold, θ, that enables a

trade-off between two types of error: (1) that the test speaker

is rejected incorrectly (false rejection) and (2) that the test

speaker is erroneously accepted as the declared one (false ac-

ceptance). The decision rule is as follows:

{

Ddec < Dimp AND Ddec < θ Accept

Ddec ≥ Dimp OR Ddec ≥ θ Reject
. (2)

The declared identity is accepted as true if i) the distance be-

tween the test and the declared speaker (Ddec) is lower than

the distance between the test and the impostor model (Dimp)

and ii) the test model distance from the declared model (Ddec)

is lower than the threshold (θ). In any other case, the declared

identity is considered an impostor and the original hypothesis

is rejected. The imposed threshold value reflect the system

security, low values guarantee low probabilities of false ac-

ceptance, which is a strong requirement for a security system,

at the cost of higher probabilities of false rejection.

4. PERFORMANCE ANALYSIS

In this section we evaluate the potential use of compressed

parameter values for speaker verification tasks on GSM AMR

12.2 kb/s coded speech material. Experiments consist of text-

independent closed-set tasks over a speech corpora of 100
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Fig. 4. Detection error trade-off curves for test speech seg-

ments of 10, 20 and 30 seconds.

speakers recorded with different microphones in normal room

noise conditions. The GSM AMR voice activity detection al-

gorithm, that works in real-time, is used to detect and select

only active speech frames both on the training and test ma-

terial. In the enrollment phase speaker models are extracted

from 90 second long training traces (as in [3]) and inserted

in a model database, while in the test phase we considered

shorter speech segments of 10, 20 and 30 seconds from a

separate set. For each test segment all the possible speaker

identities belonging to the model database have been used as

claimed speaker identity, moreover test segments have been

partially overlapped in order to further increase the total num-

ber of tests.

Performance results are presented in Fig. 4 in terms of

False Acceptance Rate (FAR) and False Rejection Rate (FRR)

by means of a Detection Error Trade-Off (DET) graph, the

various FAR and FRR values have been evaluated varying the

θ threshold.

Clearly increased length of the test segments shows a

better verification performance, but with progressively re-

duced gain. In Fig. 4 the axis bisector represents Equal Error

Rate (EER) values, i.e., equal values of false acceptance and

false rejection rates, commonly used as performance index

for speaker verification systems. The proposed tentative CD-

ASV system achieves an EER of 5.93%, 4.41% and 3.80%

for 10, 20 and 30 second long test segments respectively.

The results obtained in this work appear to be consistent

with similar experiments on coded speech reported in [10],

where traditional LPC-cepstral coefficients plus additional

residual information are employed for ASV from decoded

G.729 parameters (approach number 3 as identified in Fig. 1).

In this work, verification performance reduction due to the

processing in the compressed domain can be compared to the

performance reduction reported in [10] because of additive

noise imposed on the test speech material.

5. CONCLUSIONS

In this paper we presented a low-complexity speaker veri-

fication system working in the compressed speech domain

suitable for real implementation in digital communication

networks appliances for call monitoring. Speaker-dependent

information is derived directly from compressed bitstreams

without decoding or re-synthesis of the speech signal, thus

reducing computational requirements and memory usage. For

the selected GSM AMR speech coder, in a text-independent

closed-set task with a database of 100 speakers, the proposed

system reaches an equal error rate of 5.93% for 10-second

long test speech sequences. For ASV this approach has

shown better performance and scalability with respect to

speaker identification tasks presented in previous works.
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