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Abstract d

The multi-hop wireless networks developed by th& FP
IST ADHOCSYS project provide a cost-effective smint
for providing broadband access in mountainous regidhe
solution is based on ad hoc networking technologiesated
using cheap off-the-shelf hardware equipment, cgmmce
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OLSR enhancement implementation, and Sections Wand
escribe the pilot network that has been built #uedtesting
activities that have been performed. Finally, tlagr is
concluded in VILI.

ADHOCSY S Hardwar e Equipment
The hardware equipment used in ADHOCSYS network

software, and an enhanced version of the OLSR ngutimainly consists of Linux boxes. The exact configiora of

protocol. This paper describes the

implementatioRach of these Linux boxes depends on the roles madh

installation and deployment aspects of the projectising has within the network.

on current deployment of a pilot network.

| Introduction

More specifically, different hardware configuratooare

foreseen for wireless devices used for the backlmrek

Broadband Internet connections in many rural andireless devices used for mesh access networkde Tlab
mountainous areas are still not a reality, anctier reason compares hardware features of different node types.

these areas are still experiencing the digitalddivin terms

of the types of services that they can receive faow fast

these services can be accessed.
Based on multi-hop ad hoc wireless networking and
IEEE 802.11 Wireless Local Area Networks (WLANS)

technologies, the ADHOCSYS project aims at buildang

Hardware Backbone Access network
Directional (up to 28

Antennas dBi gain) or Omni- Omni-directional
directional (6/8 dBi (6/8 dBi gain)
gain)

Location Outdoor Outdoor

cost effective solution for broadband Internet asde these
regions, by connecting these areas to the Inteahmetigh
available gateway(s) in the nearby towns or villageln
particular, the developed solution is based on>daneled

220 V power supply
(usually installed at
customer place). Some
nodes may need battery|
power supply

Battery powered.
Some Type-1 nodes
may have 220 V
power supply

Power supply

version of the Optimized Link State Routing (OLSR)
routing protocol [1], to create a multi-hop ad haiceless
network.

Briefly, an ADHOCSYS network is a multi-hop wiretes

network, composed of two tiers - a few access ndtsvand
a backbone network which inter-connects these acce

Radio 5.4 GHz (IEEE 5.4 GHz (IEEE 802.11h)
channel 802.11h) 2.4 GHz (IEEE
3.5 GHz (WIMAX) 802.11b/g)
Sgtdlo card at least 2 x MiniPCI at least 2 x MiniPCI
| Storage . .
5 Media Flash Memory Disk Flash Memory Disk

networks. The Internet connectivity is provided drye or
more gateways located at the edges of these netwbrk
this paper, we focus on the descriptions of a feactical
aspects of the project, including
configuration, deployment of the pilot network ¢83 [3].

Table 1. Hardwar e featur es of ADHOCSY S nodes.

Additionally, the hardware equipment to be usedtmus

implementationhave some common characteristics, regardless vifyieha
node is configured as. In the following a brieft lef the

For a general description of the ADHOCSYS networks;haracteristics each node should have is presented:

application scenarios, algorithms and mechanisreasp 1)
refer to an accompanying paper [4] and referente [5

The rest of this paper is organized as followstiSes Il
and Il describe the hardware equipment used fdding
ADHOCSYS nodes and the Linux software image that ha&)
been built in this project respectively. Sectiond®als with

It should use Reduced Instruction Set Computer QRIS

Central Processing Unit (CPU), since these
architectures exhibit in general lower power
consumption.

It shall be equipped with at least one serial fat
that may serve for monitoring purposes.
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3) It shall resist to extreme climatic situations. Rhis The software image has been derived from the
reason it must be enclosed in a box with ingres®penWRT distribution, and has been developed ieroral
protection IP66 or even IP67. be deployed over MIPSEL little Endian architectures.

4) It shall resist to severe variations of temperaturdkouterBoard 500 and RouterBoard 100, which haven bee
Experimentations have shown that in these devites tselected as the working motherboards for ADHOCSYS
inner temperature is normally 10° C higher than theodes.
external one. This means that in the summer therinn The software image has been designed to be small in
temperature may be very high, for instance up toG0 memory size, and with remote diagnostic and
In the winter, besides, there may be the problem ¢foubleshooting features. In order to keep the nmgrsze
internal humidity. of the image small, the Squashfs highly-compresseal]-

To fulfill these requirements, the selected harewir only'lo\:‘llIetiistesﬂft\?vginu;:nh?gnt:gﬁ; tl:c?r?g that have been
ADHOCSYS backbone nodes is the Routerboard 53(; P

o . . i eveloped in this project, together the OLSR enbarents
prOd_ucesAngMék;ﬁ'k [6], which has the followingdtures: which are described in the next section, have ble@hoyed

- 64 MB DDR RAM over this software image, using a cross-compiler fo

- 128 MB NAND storage MIPSEL architectures.
- Up to 4 miniPCI slots for wireless cards (2IV. ADHOCSY S Enhancementsto OLSR
miniPCI slot embedded on board, 2 more miniPCl The choice of the routing protocol is a cruciahedat in
available on daughterboard 502) ad hoc networks. Within ADHOCSYS, the standard OLSR
- 3 Ethernet Ports protocol has been chosen as the basis for our s&tento

For ADHOCSYS access network nodes, a similar but?e OLSR  protocol, as listed below. These aleady

. . implemented extensions in the context of the ptojesult
less expensive hardware can be used, with thewfoltp . P projes
characteristics: in an enhancement to the current state of the art.

A. Multi-homing

- MIPS CPY With our multi-homing enhancement, a node uses a
| 18N8 RAN tric-based policy to select the best gat ted
- 164 MB NAND storage metric-based policy to select the best gateway. adapte

- 2 miniPCI slots for wireless cards (1 card for IEEénetr!C is based on the traﬁlq Iogd of_each gatevva;_qs
802.1a access network and 1 card for IEE etric can be used in combination with other msirigs

802.11b hot-spot) escribed in “metric-based routing”, later in thisction.
- 1 Ethernet Portl Flgu_re 2 !Ilustrate§ a simple examplg of the impmatad
multi-homing function where a node is able to clotse
Figure 1 shows an example of an ADHOCSYS node  default gateway based on advertised metrics, idstéan
(Linux box) which has been configured as an acpest. the number of hops.
In fact, the cost of these devices is quite lowgmag from <
300 to 600 euros, including the cost of antennas an RSB R SO
enclosing boxes. g e

internet—m-

Node A Node D
10.0.0.1 Node B Node C 10.0.0.7

GWS: 15 10.0.0.2 10.0.0.3 GWSA0
GWMT: 1 GWMT 1

Figure 2. An example of multi-homing.

This feature allows the network to exhibit an ilgeint
behaviour, in which each node selects the bestwgate
considering both its load status, and its distance.

Furthermore, when used in combination with thekdin
break detection” enhancement, described later is th
section, the ADHOCSYS multi-homing implementation
forces the second gateway to be immediately availahce
the first gateway is down.

B. Load-balancing
If a given path becomes saturated, the ADHOCSY8 loa
Figure 1. ADHOCSY S nodeillustration. balancing implementation will re-calculate a nevthpd&.g.
if a path A-B-C is over-loaded, a new path like AEEC
.~ ADHOCSYS Software Image _ _ will be established. This type of load balancinguases that
The hardware equipment described in the previoyg,,|agy redundancy among network nodes is provided
section has been equipped with an optimized soétwaage Information about the load status of each link is
based on the Linux operating system. calculated by parsing the output of IPTraf commaraisl
considering the total amount and size of packeds ¢ach
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node sends to each of its neighbors in a given iimezval. When nodes are equipped with multiple wireless sard

This information is included in a custom LINKINFO (typically 2~4 cards), two or more channels mayegst

message that each node sends and receives. between a pair of nodes. If one channel is close to
Each node maintains a data base of link loadongestion, and an alternative channel exists, dhtond

information, which can then be used as a metricréate channel should be used.

calculation (which is described later in this sewa}i The ADHOCSYS channel selection algorithm provides
C.  Power awareness both channel redundancy and higher per-hop thrautghp

The ADHOCSYS nodes in both backbone and acce\évrs?en mstalled.. This algorlthm co_nS|ders bOt.h tasecof
. . ) . ~~“cthannel selection for point-to-point connectiongwaen
networks may be installed in open environments auth

Alternating Current (AC) power supply. These nodesld AD.HOCSYS. nc_>des, and th? case of channel selection f
be battery-powered, and equipped with' solar panels. point-to-multipoint  connections between ADHOCSYS

. X nodes and clients.
For this reason, the routing protocol should be grew : .
. . . : . Since there are 3 and 11 non-overlapping chanwoels f
aware, in order to avoid routes involving nodeshwiearly 80

drained batteries. As an enhancement to OLSR, a&pow h2.11b/g anq 802.11a respectively, the problgm for
. ) ) . annel selection becomes how to select a chanhiehw
aware plug-in which disseminates the battery level

throughout the network, has been implemented. Bacdke Teads o least interference when both intra-systethinter-
e o ; o system interference is considered.

maintains a data base of this information, whichl$® used Th d algorithm is based iral

as a metric for route calculation. € proposed algorithm 1S based on a central-c 0

Additionally, an alarm message function has bee?]olution, where each node measures and reports the

implemented, to send a message to the system astirator !nterfere_nce level in its neighborhoo_d, and basedthjs_
for possible human intervention when the battemellds information, a channel manager decides the mosaldei

lower than a given threshold. channel for each pair of nodes.

D Link qualit G. Hierarchical structure
Link quality is not defined in the 802.11 standard. There are two levels of hierarchy in° ADHOCSYS

Wireless network engineers and wireless productd@en hetworks. Level-1 hierarchy corresppnds to conoecti
usually refer to “Link Quality” as the overall perfances among backbone network nodes, while Level-2 hiésarc

of a wireless link. In ADHOCSYS. these measures ar%orresponds to connection among access networksnode
acquired from the MADWiFi drivers ’ An access sub-network which is connected to other

MADWIFi computes the signal quality with function access sub-networks is referred to as a clustéackbone

. . . ode serves as the cluster head and advertises
set_quality, and provides two tools to retrieve PHY an habill her cl iodicall
MAC layer statisticsathstats and80211stats. reachani ity to .Ot er clusters periodically. ,
. o . . In this architecture, the cluster heads are praddfithus
Using this information, we have implemented 3he

. . i ; ) re is no need to develop an algorithm for clubtsad
LINKINFO extgnsmn_to OLSR’ .Wh'Ch d!ﬁusgs inforrat selection. The cluster heads are aware of each, athe are
about the quality of links. This information is thesed by

th ting tabl lculati h t described | connected to each other, either directly or viatihdp
€ routing table caiculation enhancement descrk n relays. The cluster heads aggregate IP addresseacim
this section, to consider link quality in routingbte

. cluster and are responsible for communications é&etw
computation.

clusters.
E. Link-break detection Host and Network Association (HNA) messages are
When a link break happens, traditional OLSR wihige Used for disseminating both the Internet gateway
to this change by exchanging HELLO and Topologyt@nn information and the connectivity information among
(TC) messages, for establishing a new route. Thisgss different network clusters. More specifically, inteuster
normally takes up to a few seconds.

HNA messages advertise a cluster head’s conngctifiall
With our link-break detection enhancement, a neth,pa

nodes, including also Internet gateway nodes ingfue
if exists, will be available immediately (e.g. inetorder of Same cluster, to other clusters. Intra-cluster HNéssages,
milliseconds) after a link break. With this enhameat, we

its

instead, which are sent to all nodes inside theeseloster,

are able to provide the end-users with non-inteemip advertise a cluster head's connectivity to otharstelrs,
including also Internet gateways from another elust

Every node in a cluster is considered as a spggal of

access.
The basis for this enhancement is to utiligek |

“gateway”, in which it acts as an AP for its clignand
therefore it generates HNA messages. The clustad,he
upon receiving this information, establishes an HNA
Information Base, which is then used to build theer-
cluster HNA messages which are forwarded to othester
heads.

H. Multiple interfaces
Multiple wireless interfaces installed on the samogle
are supported by standard OLSR via Multiple Integfa

quality information gathered at the MAC layer topiose
OLSR routing table re-calculation. More specifigalthe
MAC layer detects the link break and sends an ataia to
the protocol layer, and upon receiving such ancatitn
which is treated as a topology or neighbor chafeSR
shall conduct routing table re-calculation immeeliat

F.

Channel selection
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Declaration (MID) messages. In this implementatiometwork, suitable for realistic situations, and amainly
however, only one interface is used as the maimesddfor installed on top of house roofs.
path establishment.

The idea behind our multiple interface extenss to
treat each interface independently, so that higbath
reliability and higher throughput can be achievdtemwtwo
or more interfaces co-exist between two routersth\iivo Piemonte
interfaces between a pair of nodes, the link batwbese
two nodes is still available even if one of the wh@annels is
broken.

In our implementation, we consider every individua
interface as a main address. Each interface adegsrtther
interfaces located on the same node as its neighar
other nodes in the network, the two interfaces liike two
distinct nodes.

K. Metric-based routing ¢

Many of the enhancements described so far, inojudin  Figure 3. Geographic location of the pilot network
multi-homing, load balancing and power awareness, a (Coggiola, Piemonte)
based on an enhanced routing calculation algorithiich
we have developed based on the Dijkstra algoritand : ;
allow use metrics for route computation. : fo e

This algorithm, in particular, allows to use mulitip : '
metrics at the same time, and to assign a relateight at &
each of these metricé\s the input of this algorithm, the |
‘cost’ of all links and nodes within the networkadvertised
throughout the whole network, so that each routes the
topology information needed for its routing caldida.

The algorithm works independently, regardless @& t
number and type of metrics that are adopted. Theigre
that have been considered in this project are ttes dhat
have been mentioned earlier in this section, @ad Istatus,
battery level, link quality, etc.

The metrics that should be used for a particulavomk,
and their relative weight, can be established leyrtbtwork
administrator though a configuration file. Basecdghis
information, each router is able to build its rogtitable
according to the minimal path cost criterion.

V. ADHOCSY S Pilot Network

All mechanisms and algorithms described in th
previous sections have been implemented, and t
implemented functionalities have been deployed dber
software image described in Section I, and finalistalled
on ADHOCSYS nodes.

The ADHOCSYS nodes have been used to deploy [
pilot network in Coggiola, a small town locatednountain
region in Northern Italy which still suffers fromigital
divide, the “Comunita Montana Biellese”. Figures5 3-
illustrate the region, the whole network and theeas
network alone respectively.

The ADHOCSYS mesh pilot network, consisting of 1G8 i ,
nodes which act as access points for end-usergreov =" . ' . n :
almost all Coggiola territory, about 1.2 Kilo sgeaneter. Figure 5. ADHOCSY S pilot access network.
This network is connected to an Internet Gatewaguiph a Any end-user covered by an access point on thewilof
multi-hop wireless backbone, as shown in Figure 4. connect his/her PC or home network to the Etheppet of

The nodes are mostly concentrated on the souttpaast the ADHOCSYS node and is connected to the Internet
of the village, in order to create a well connectadsh through the gateway.

e
Eia Wireless
£ X Backbone
¢ 1
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Figure 6 depicts the pilot network layout and
configuration parameters.

majo

Internet
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Figure 6. ADHOCSY S pilot network layout.

The pilot network architecture is depicted in Fegir It
is composed of the access network, a server farm,
backbone, and a Virtual Private Network (VPN).

Public Hiperlan
Backbone

'
'
' ) L
Sthtic NAT — _
[t Enduser Access Mesh End User
o LeT ADHOCSYS Extranet
1’ f sy
§
J | ‘
N
4
! L CA Server
’ CR(
Lo S SRoas
W s RADIUS Server
y ' ZABBIX Server
 Internet NTP Server
. . DNS Server
% ] DHCP Server
g ' 1-IDTG log
'

Configurator

VPN Client VPN Client

ADHOCSYS Partners

Figure 7. ADHOCSY S pilot network architecture.

The server farm is used to run certain basic sesyic
which include the RADIUS server for user autheriitog
the ZABBIX server for network monitoring, Domain ia
System (DNS), Dynamic Host Configuration Protoco
(DHCP) and Network Time Protocol (NTP) servers, and
centralized configurator, used for remotely configg the
network nodes.

Antwerp
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parameters, OLSR settings, and wireless interfaggare 9

depicts how OLSR parameters can be configured to a
specific node.

—
Lg( o ADHOCSYS Nodes
; manager
/ADHOCSYS oggiola
MNode Id IP Address Netmask MAC Address

FRANCESCO 10.2.139.10 255.255.255.248 D31C &)

Home KINDERGARTEN 10.16.0.7 255.255.255.0 00:0B:6B:80:D3:76 )

Coggiola LIBRARAY 10.16.0.6 255.255.255.0 D373 O

N PAOLO 10.16.0.9 255.255.255.0 00:0B:6B:80:D4:77 ()

ExpermEntal PARKING 10.2.140.10 255.255.255.248 00:0C:42:0E:25:71 O

Cortact PRIESTHOUSE 10.16.1.6 255.255.255.0 D215 O

RESTHOUSE 10.16.1.1 255.255.255.0 00:0B:6B:57:3D:71 )

SCHOOL 10.16.1.2 255.255.255.0 D2:6F (O

Logout TOWNHALL 10.16.0.3 255.255.255.0 00:0B:6B:80:D4:81 O

— Checkto reboot[] | e Check to delete (] o=

V0.7 (July 10, 2007)

Figure 8. ADHOCSY S centralized configurator.

a
—
)‘g insiccsYS OLSR Configuration
i manager
ADHOCSYS - ;
OLSR configuration
Param Value
Debug Level a i
View Cleargsu'een * no  yes 8
List
External net to announce
Last |oaded Announce netmask
Alloyy if no interface ®no  yes
Setup Type of Service([]=16) H
Network Willingness([J=auto) Jud |
OLSR Pollrate in seconds 005 :%
Detect change interval(s) 25 -
System TC redundancy 0 H
Wireless Mpr Coverage([}=1) id|
Send Link Quality FishEye * yes  no
Link Quality WinSize([1=10) |
Version info: Sk iy Q) "j
¥0.7 Quly 10, 2007) Use HysTeresh Fyes o
LinkQuality Dijkstra Limit | Jhd |
Interface wian0
1P4 Broadcast([1=def)
Hello Interval([=2) Ej
Hello Validity Time([}=6)
Te Interval([1=5) g
TeValidity Time([J=15)
Mid Interval([}=5) :i

Mid Validity Time([]=15)

Figure 9. ADHOCSY S configuration of OL SR.

After having specified the configuration parametieiis

The VPN is used to let ADHOCSYS partners securelyossible to send the configuration to each nodehi

access the pilot network from remote locations.

The centralized configurator is a software appiorat
that has been developed in the context of thisepto)t is a
web-based application that can be used with argriet
web browser. The tool user interface, displayeBigure 8,
shows a list of the locations where the wirelesdesoare
installed. After selecting one of these locatiothg list of

the nodes belonging to the selected network will b

displayed in the right frame.
Using the centralized configurator, it is possitdedit a
node configuration, and specify values for

network, and force each node to reboot. The cordign is
packed into an XML file, which is received by eaubde
and then parsed and applied when the node is rethoot

VI. Testing Activities

The pilot network is continuously monitored through
Zabbix [7] server which gives statistics about rekwv
availability and latency between the Zabbix semed each
node belonging to the pilot network.

The testing activities in the pilot network are rggi

networkerformed at the time of writing. These tests idelu
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measurements of the network performance, and e&tibins
for all the software implementations performed witthis
project. The experiments will be conducted botheuriht
traffic load and under saturation status, for défe types of
services.

The measurements scenarios

Antwerp
3-6 December 2007

wireless multi-hop networks, and adopts cheaptaffghelf
hardware equipment and open source software. Tihéso
features an enhanced version of the OLSR routintppol,
which allows use routers installed at the premisegnd
users ad active nodes that take part in routing.

include performance We have described how ADHOCSYS nodes are built,

between pairs of directly connected nodes, perfooma and have presented our enhancements to the OLSRgou

between pairs of nodes over a multi-hop connectang
performance between the Internet gateway and tisexs.

protocol, that increase the efficiency and fundidy of the
network. ADHOCSYS nodes have been used for building

To perform performance measurements like packet logeal-life pilot network, suitable for tests and m@@ments,

throughput, jitter and delay, we are using the opeurce
tool — Distributed Internet Traffic Generator (D&J [8].

This is a tool to produce traffic at packet le\®f,accurately
replicating appropriate stochastic processes fdh tater

Departure Time (IDT) and Packet Size (PS) randomrticle have been

variables.

A few testing activities have been
immediately after network installation, to verifiiet pilot
network correct behavior. First of all, an invegtaf main
links has been performed, indicating the pair ofle®
forming the link, the link distance and the opemgti
frequency. After that, for all links, latency andgket loss
have been measured by transmitting a set of 50(ging 56
bytes) packets over links from both ends of thésjnat
different times.

The results that we have obtained through thissiestv
that most links have a good or acceptable perfocealRor
instance, the link between two nodes SCHOOL (10.25.
and TOWNHALL (10.16.0.3) in Figure 6, at a distarafe
120 m, reports a 0% packet loss. A few links, havekiave
poorer performance and are not very stable, fomgka, the

link that connects two nodes SCHOOL (10.16.0.2) and
KINDERGARTEN (10.16.1.7) reports a 26% packet lossz

In fact, this is caused by some trees that areetwden the
two nodes. Similar situations could also happerotimer
practical installations of ADHOCSYS networks, anéym
the standard OLSR may meet problems in these cases.
Our tests, for instance, have experienced thadatan
OLSR considers this link as available for shortiqus of
time and unavailable for other periods. This degeml the

number of HELLO packets that are correctly exchdnge
among nodes. Because OLSR normally considers bmly t

hop count for routing table computation, the rofr@m
KINDERGARTEN to SCHOOL is not stable.

This observation shows that this pilot network [deg a
good test case for the project implementationt &a task
of this project to overcome this type of problefbkanks to
our routing protocol enhancements, we expect theatwll
be able to exclude links with poor performance frim
routes, resulting in a more stable and performiatyvark.
The tests to be performed in the next months anediat
giving a proof for this enhancement.

VII. Conclusions and Further Work

In this paper a solution for broadband Interneteasc

especially suitable for rural and mountainous regitas
been presented. Various key factors have been duresi

performe

as well as for providing Internet access services.

Some of the tests that are being performed have bee
described in this paper while others will be parfed in the
next months. The implementation codes describethim
released as free software, 3lread
downloadable at [9], under the GPL.
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